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CONNECTING DOMAIN KNOWLEDGE ACROSS CONTEXTS 

Abstract 
Movies are organized into genres and rated for quality to help potential viewers search for 
something to watch. But when people actually decide what to watch, they may often use more 
specific criteria that are not reflected by typical genre labels and tags. The Cognitive Science 
Movie Index (CSMI) attempts to address this problem for the domain of cognition by providing 
a curated list of relevant movies. It provides potential viewers with domain-specific 
characteristics that allow users to browse movies by relevance to cognitive science, scientific 
accuracy, and tags indicating sub-areas in the field. 

In this paper we develop and demonstrate a data driven approach to domain-specific movie 
categorization. We train a topic model on the MIT Encyclopedia of Cognitive Science which is 
treated as the source corpus of the domain. Then we apply the topic model to unseen 
documents, IMDb reviews of CSMI movies, to identify domain-relevant movie characteristics. 
We extend this technique to distinguish cognitive science and non-cognitive science documents 
from two target corpora, the Stanford Encyclopedia of Philosophy and IMDb movie reviews, in 
order to evaluate how well the source corpus generalizes to corpora from near and distant 
contexts. We aim to demonstrate that this method can be used to a) meaningfully characterize a 
target corpus by using a source corpus from a potentially distant context and b) identify a 
domain-specific topology of movies that provides search utility to the CSMI. 

Introduction 
Modern movies are given genre labels and rated for quality by critics and audiences to help 
potential viewers decide what to watch and to provide descriptive information on the content, 
performances, and production quality. Many catalogues and aggregators exist for this purpose, 
such as the Internet Movie Database (IMDb), Metacritic, Rotten Tomatoes, and The Movie 
Database. As movie choices continue to increase year over year, aggregate metrics such as star 
ratings or simple proportions like the “Tomatometer” may not be helpful enough. Movie 
streaming companies like Netflix or Amazon have begun to employ techniques in machine 
intelligence to recommend movies for the customer based on their historic viewing patterns. 
These recommendation systems are often considered successful--even if the user (or the 
streaming provider) does not receive much of an explanation why particular movies are 
recommended. 

Movie rating services provide and rely on a multitude of data. Features like keywords, genre 
tags, plot synopses, and trailers, can be used by the user to some extent to evaluate the quality 
and content of a movie. These features are used by streaming providers combined with viewing 
history, browsing data, and the patterns of customers at individual, local, and global scales. Still, 
searching and recommending movies that meet very specific criteria can be difficult if those 
criteria are not mainstream and the typical classification tags are not useful. The Cognitive 
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CONNECTING DOMAIN KNOWLEDGE ACROSS CONTEXTS 

Science Movie Index (CSMI) attempts to meet this need for the domain of cognition (Motz, 
2013). The CSMI is a curated list of films where cognitive science themes are central to the plot. 
It provides field-specific keyword tags for each movie (such as Memory, Language, Social 
Cognition, etc), and a unique three-scale rating system, where users can rate and sort movies on 
quality of the overall movie, accuracy in how the film portrays its central cognitive science 
theme, and relevance to the field of cognitive science. The goal of the CSMI is both pragmatic 
and educational: it catalogues the movies in which complex topics within cognitive science are 
depicted through media, and it facilitates outreach for the field in an enjoyable way, hopefully 
increasing engagement and collaboration (Motz, 2013). 

Research on media pertinent to a particular discipline is not new. Past work has addressed how 
other domains have appeared in film, such as biology (Glassy, 2005), archaeology (Hall, 2004), 
and philosophy (Litch, 2010). These books and studies have explored the scientific accuracy of 
domain-relevant movies, their cultural impact, and how they can be used in an educational 
context. However, the CSMI’s curated list of movies gives audiences an opportunity to better 
explore the topology and characteristics of films about cognition. We take the CSMI movie list as 
providing training category labels that can be used to help determine and evaluate the features 
of cognitive science movies that make them domain-relevant. 

In this paper, we demonstrate a natural language processing framework that uses the CSMI 
along with several other corpora for identifying and evaluating cognitive science movies. The 
framework draws upon multiple data sources: 

1. The MIT Encyclopedia of Cognitive Science (MITECS) (Wilson & Keil, 2001) serves as 
the source corpus and as a known index of articles about cognitive science. 
2. The Stanford Encyclopedia of Philosophy (SEP) (Zalta, Nodelman, Allen, & Perry, 
2003) serves as a nearby corpus to test if the representation of cognitive science (via 
MITECS) generalizes sufficiently to another definitional source. 
3. The Cognitive Science Movie Index provides a set of movies deemed relevant to 
cognitive science, each accompanied by relevance, quality, and accuracy ratings. 
4. The Internet Movie Database (IMDb) is our source of user reviews for each movie, 
giving us bodies of text to represent the movies and a distant context to compare to the 
encyclopedia articles. 

We represent each document in the source corpus (MITECS) in a vector space model (VSM), 
such as bag-of-words, and additionally as a topic model, using latent dirichlet allocation (LDA). 
These document vectors give us a base representation of cognitive science that all other 
documents are compared to. Vectors of the two target corpora (movie reviews and SEP articles), 
are created with the terminology of the source corpus, and this allows us to see how well the 
source corpus can characterize the targets. We do this for both a near and far context: within the 
two targets, we divide documents into cognitive science (CS) and non-cognitive science (NCS) 
groups, allowing us to compare the two groups in terms of the MITECS articles. 
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CONNECTING DOMAIN KNOWLEDGE ACROSS CONTEXTS 

This text-based evaluation of document features has many potential applications for exploring 
the topology of the CSMI movies or for comparing the characteristics of different corpora. 
However, the present study and analysis are restricted to two main goals: 

a) To examine the strengths and weaknesses of using a source corpus from a potentially 
distant context to meaningfully represent a target corpus. 

b) To add novel utility to the CSMI website by producing a cognition-relevant 
characterization of each movie and their movie-to-movie relationships. 

We hope to accomplish these goals through two main analyses: Analysis I focuses on the 
distances of target documents to the source documents across corpora, and between CS and NCS 
document sets. Analysis II examines the movies themselves, how they are related to each other, 
and the cognitive science articles they are most related to. 

All analyses rely on a variety of vector representations for the documents. A dictionary of terms 
is created from the source corpus, and we use that as a basis for a bag-of-words model 
representing each target corpus. A tf-idf transformation is applied to this vector to weight terms 
by relative importance. Our final representation is in the topic space: we use latent dirichlet 
allocation (LDA) to create document-topic and topic-word distributions. The topics are trained 
on the source corpus, and fold-in query sampling is applied to each of the target documents to 
get their representation in the topic space. The methods section will discuss the available levels 
of parameterization for these three vector representations, and the results will examine the 
effects of the parameters and limitations of the models. 

Related Work 
Documents are frequently processed and compared with vector space models (Salton, Wong, & 
Yang, 1975) such as tf-idf or topic models like LDA, especially in the field of information 
retrieval. Venkatesh (2010) includes a comprehensive overview of several models for modern 
information retrieval systems (see Chapter 2), including the use of tf-idf as a VSM. Several 
surveys of the usefulness of these models for semantic representation have also been done (M. 
Jones, Gruenfelder, & Recchia, 2011; Turney & Pantel, 2010). A primary advantage of these 
representations is that they are fundamentally simple and quick to compute, and therefore are 
often used in search tasks and similarity queries. When comparing vector space models to 
semantic topic models, Stone et al. (2010) found that VSMs often outperformed other models 
when estimating human ratings of similarity in a paragraph comparison task. 
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CONNECTING DOMAIN KNOWLEDGE ACROSS CONTEXTS 

General Methodology 

Corpora Selection 

MIT Encyclopedia of the Cognitive Sciences 

We needed a reasonable source corpus that represents a wide range of cognitive science, is 
trusted by researchers, and maintains a consistent writing and article structure. We chose the 
MIT Encyclopedia of the Cognitive Sciences (MITECS), a comprehensive reference covering six 
major areas of cognitive science: philosophy, psychology, neurosciences, computational 
intelligence, linguistics and language, and culture, cognition, and evolution (Wilson & Keil, 
2001). It consists of 471 articles each written by leading experts in the field, and six extended 
essays for each of the described sections above that summarize the broad concepts. Although it 
was released in 2001 and some topics may be outdated, MITECS remains an accessible and 
well-cited (1000+ citations) resource for cognitive science. 

All the entries are available online, and were extracted with a python web scraper. We excluded 
the extended essays because they mostly discussed the contents of other articles. Additionally, 
two article links (“Situatedness/embeddedness” and “What-It’s-Like”) did not resolve, so we ended 
up with a 469 extracted articles. After tokenization, stopword removal, and bigramming (described 
below), the documents had token counts ranging from 284 to 1344, with an average document length 
of 623 tokens. 

Stanford Encyclopedia of Philosophy 

Our second reference corpus is the Stanford Encyclopedia of Philosophy (SEP), a large 
peer-reviewed encyclopedia with over 1500 articles (Zalta et al., 2003). The encyclopedia is 
well-maintained and regularly updated by a board of editors. This corpus serves as a nearby 
context to MITECS; both are encyclopedias written by researchers that utilize an informational 
tone. Based on a list of articles and their respective subject areas, we selected a subset of articles 
most pertinent to cognitive science (CS). We identified eight subject areas related to cognitive 
science, and selected an article if it was tagged with at least one of these areas. See Appendix A 
for a list of all the subject areas and the eight used for the CS set selection. 

This initial selection returned 227 articles for the CS group. From the remaining set of articles 
that did not have a relevant subject area, we randomly selected an equivalent number of articles 
to be our NCS group. We then attempted to retrieve each article from the Spring 2018 archive of 
the SEP. We manually downloaded any new articles not contained in the archive, but some in 
our list were not yet published on the live site and were ultimately excluded. We ended up with 
209 CS articles and 210 NCS articles. One article, Computational Linguistics, was then excluded 
from the CS group for being an extreme outlier in length (containing over 100,000 words after 
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CONNECTING DOMAIN KNOWLEDGE ACROSS CONTEXTS 

preprocessing). See Figure 1 for a histogram comparison of document lengths between the two 
sets, and Table 1 for a summary of the size of the two sets. The document length distributions 
are comparable between sets, with the greatest difference in length present in articles under 
10,000 tokens. 

Figure 1: Distribution of article token counts for the CS and NCS SEP articles. The left 
histogram shows the entire dataset, while the right histogram is zoomed in on the subset of 

documents with less than 10,000 tokens 

Cognitive Science Movie Index 

The data from the CSMI came in the form of a series of tables from a March 2019 database 
export. Merging the tables on movie id gave us a list of 244 movies, the year they were released, 
their IMDb id, the average, standard deviation, and count for each of the three user rating 
scales, a short description on why the movie is related to cognitive science, and up to four 
domain-specific keyword tags set by the curators of the site. The IMDb ids were used to fetch 
additional data from IMDb such as their feature type (film, TV Short, document, etc), IMDb star 
rating, and their user reviews. 

Internet Movie Database 

The Cognitive Science Movie Index gives us a listing of movies relevant to cognitive science but 
it does not provide any textual information on each movie beyond a one sentence description of 
its relation to cognitive science. We explored a couple of options for incorporating outside 
information on these movies before settling on reviews, including the usage of Wikipedia plot 
synopses or the entire movie scripts themselves. Wikipedia plot synposes were too short, 
ranging from 200-600 words in length on average, and movie scripts only existed for a small 
portion of the CSMI movies. Through a quick skimming of the movie scripts that did exist, we 
found that they did not contain as many content-related words compared to reviews. This 
intuitively makes sense, as it would be rare for characters within a movie to explicitly discuss its 
own themes, whereas a movie critic may talk about such topics in their review. 
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CONNECTING DOMAIN KNOWLEDGE ACROSS CONTEXTS 

We decided to use reviews from the Internet Movie Database (IMDb). Unlike MITECS or SEP, 
IMDb reviews are in no way scientific and can be written by any user of the site passionate 
enough about cinema. The reviews also serve an entirely different purpose: to express subjective 
thoughts about a piece of media rather than to educate an audience about a scientific research 
area. Although this target corpus is quite distant from the others we selected, its extremity helps 
evaluate how well characteristics of the source corpus generalize. 

We first needed two comparable lists of CS and NCS movies. Using the CSMI, we obtained a list 
of 244 CS movies. To select the corresponding NCS movie for each CS movie, we controlled for 
release year, popularity, and feature type (documentary, feature film, TV short, etc). For each CS 
movie, we found its position in the list of most popular movies

1 
for its release year , and selected 

an NCS movie of the same type next to it in the ranking. For example, Planet of the Apes is the 
7th most popular feature film released in 1968, so its NCS pairing was Romeo and Juliet which 
is the 8th most popular for that year. After pairs were selected, manual inspection was done to 
ensure that movies readily identifiable as cognitive-related (e.g., Dr. Jekyll and Mr. Hyde) were 
not included in the non-cognitive training set merely by coincidence. These movies were 
replaced with the next item in the popularity list. 

There are 244 CS movies and 240 NCS movies. The number of reviews for each movie varies 
drastically, with more popular movies tending to have a bigger pool of reviews. For this reason, 
we capped the number of reviews per movie at 1000. We concatenated all reviews by movie to 
treat the movies as documents and not the individual reviews or the users reviewing them. 
Combining reviews also lessens the impact of short or uninformative reviews, because more 
often than not there are enough useful reviews added to the total document to make it a 
comprehensive representation of the movie. Figure 2 shows the distribution of document length 
for both sets of films, and Table 1 shows the size in comparison to the other corpora. As with the 
SEP article lengths, the review documents have comparable length distributions. The biggest 
difference is among CS and NCS articles with less than 10,000 tokens. There are 23 movies with 
a combined review word count of less than 500, 13 from the CS set and 10 from the NCS set. 
These documents were included, because as we will see later, even smaller documents can have 
an interesting vector characterization. 

1 IMDb uses a combination of user ratings, votes, and browsing activity to calculate popularity. 
https://help.imdb.com/article/imdbpro/industry-research/faq-for-starmeter-moviemeter-and-

companymeter/GSPB7HDNPKVT5VHC# 
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CONNECTING DOMAIN KNOWLEDGE ACROSS CONTEXTS 

Figure 2. CS and NCS comparison of document lengths. The left histogram shows the entire 
dataset, while the right histogram is zoomed in on the subset of documents with less than 

10,000 tokens. 

Table 1. An overview of all five document sets and their size. 

Data Preprocessing 
All corpora were preprocessed in the exact same way for consistency. The pipeline consists of 
four main steps: text cleaning, tokenization, stopword removal, and bigramming. Our text 
cleaning stage removed excess whitespace and HTML and LateX tags from the documents 
before tokenization. We then used spaCy, a popular industrial-grade python framework for 
natural language processing, to tokenize words and assign them part of speech tags (Honnibal & 
Montani, 2017). During the tokenization process, proper nouns were flagged and combined with 
the preceding word if the preceding word was also a proper noun. This heuristic catches a lot of 
first name, last name pairs and other named concepts which are frequent in articles discussing 
scientific theories or the researchers and philosophers that devise them. 

At the tokenization stage we have the option to stem or lemmatize the words, but our current 
pipeline omits this step. Lemmatization involves a morphological analysis of the word to reduce 
it to its dictionary form, called a lemma. For example, “running” would become “run” and “am”, 
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CONNECTING DOMAIN KNOWLEDGE ACROSS CONTEXTS 

“are”, and “is” would all reduce to “be”. Stemming is hastier form of word reduction, that can 
truncate plurals to singulars and leave longer words with only their stem (i.e. “animation” and 
“animator” would both be reduced to “anim”). While both lemmatization and stemming reduce 
the feature set by a large amount and are useful for improving recall and speed, a lot of 
contextual information and meaning is lost. One example in our specific application is “animate” 
versus “animation”. Both words become “anim”, yet the original words can have very different 
meaning in a philosophical context or when one is discussing an animated movie. In early 
versions of our preprocessing pipeline that did stem and lemmatize, we also saw undesirable 
behavior with regards to names, where they would be erroneously stemmed in ways that didn’t 
make sense (“Turing” becoming “ture”). Furthermore, for the use case of topic modelling, it has 
been shown that stemming and lemmatization has little impact on the efficacy of the models, 
and in some cases even leads to worse performance (Schofield & Mimno, 2016). When 
developing our pipeline, it was also important to consider the end goal. We want a pragmatic 
outcome of this framework, such as giving users of the CSMI a list of relevant terms from the 
reviews, and these terms would be harder to interpret if stemming had been applied. 

Stopwords were removed from our final list of tokens. The stopword list contains 377 of the 
most common words in the English language and was obtained from Stone, Dennis, and 
Kwantes (2011). 

The final step of the pipeline was bigramming. We used Gensim’s (Řehŭřek & Sojka, 2011) 
bigram model to identify common pairings of words within each document. Words needed to 
co-occur at least 20 times at the individual document level to be paired as a bigram and added to 
the token list for that document. Proper noun pairings were not added again if they were already 
identified via our heuristic above. Including bigrams bolsters the document length for smaller 
documents because bigrams are added in addition to their existing constituent unigrams, and 
they help the models pick up on concepts like “artificial intelligence” or “embodied cognition”. 

Vector Representation of Documents 
Each document needs to have a vector representation for distance comparisons, and there are 
three classes of representations we will use: bag-of-words, term frequency–inverse document 
frequency, and an LDA topics model. The first step of characterizing one corpus based on the 
statistical structure of another is to generate a list of terms that all corpora share. For example, 
distinguishing SEP articles and movies in the domain of cognitive science requires eliminating 
the words in these target corpora that do not exist in the source corpus (the MIT Encyclopedia of 
the Cognitive Sciences). By restricting all the models to a single vocabulary, only the structure of 
domain-related terms is used to analyze each document and terms specific to the other corpora 
like actor names are filtered out. We applied three basic filters on our source dictionary: we 
removed tokens that appeared in over 80% of the documents (too frequent), tokens that 
appeared in only one document (too rare), and a tokens that contained punctuation (mostly 
noise from the tokenization process). This reduced the vocabulary of MITECS from 20,152 
unique words to 10,690 unique words. 
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CONNECTING DOMAIN KNOWLEDGE ACROSS CONTEXTS 

This is still a fairly large vocabulary, containing common words spanning concepts outside of 
cognitive science. One option to handle this is to lower the high-end filtering threshold from 
80% to a value like 50%. However, since the vast majority of terms appear in less than 10% of 
the documents, this method is only effective in removing words like “cognitive” or “human” 
which are common across all documents but still relevant to cognitive science. Adjusting the 
lower bound is difficult too, as rare terms like “metaphysics”, which only appears in 6 
documents, are often the most useful in depicting fine-grained details about the domain. A more 
sophisticated approach for relevant term identification is required to encapsulate cognitive 
science as tightly and comprehensively as possible, and one such filtering method is discussed 
later within the target corpora. 

Bag-of-Words 

For each document in all corpora, we created a bag-of-words (BoW) vector space model based 
off of the pruned MITECS vocabulary. A BoW model is simply a raw count of each of the words 
in the dictionary, giving each document a 10690-dimensional vector of its individual word 
frequencies. 

Term Frequency–Inverse Document Frequency 

Using Gensim’s default term frequency-inverse document frequency model (tf-idf), we 
transformed the BoW vector into a weight representation of each term. The tf-idf weight for 
term i in document j was calculated as such: 

where frequency
i,j is the raw count from the BoW model, D is the total number of documents in 

the corpus, and document_freq
i is the number of documents that term i appears in. Variants of 

this equation weight the term frequency component or inverse document frequency component 
in different ways, but we opted for the simplest approach in this transformation. 

Tf-idf is designed to weight terms by their relative importance (K. S. Jones, 1972), so frequent 
words in a document will mean less if they are common across many other documents, and rare 
words overall will become more important if they have a high individual document frequency. 
Figure 3 shows the result of the tf-idf transformation on the top 20 review terms for the movie 
WALL-E. 
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CONNECTING DOMAIN KNOWLEDGE ACROSS CONTEXTS 

Figure 3. The top 20 highest weighted terms for both the BoW (top) and tf-idf (bottom) models 
of the movie WALL-E. 

Latent Dirichlet Allocation 

Latent dirichlet allocation is a generative probabilistic model that produces two distributions: a 
document by topic distribution θ and a topic by words distribution ɸ. The important thing about 
LDA topic modelling is that it is a form of soft-clustering documents. Each topic can be viewed 
as a cluster, and each document’s distribution θ

d indicates the degree of membership the 
document has in each cluster. Similarly, the topic by words distribution is also 
mixed-membership, and the same word can belong to multiple topics (Blei, Ng, & Jordan, 2003; 
Steyvers & Griffiths, 2007; Xie & Xing, 2013). This property is especially useful for our purpose 
as it accommodates homographs, and lets the same word appear in multiple contexts (such as 
“animated” in the philosophical sense and “animated” in the movie sense). 

We chose to do topic modelling with LDA for several reasons: 
1. Topic models can significantly reduce the dimensionality of a bag of words input by 

inserting a probabilistic topic layer between the words and the documents. The topics 
often have some semantic meaning and serve to cluster words that appear in 
like-contexts together (Crain, Zhou, Yang, & Zha, 2012). 

2. Due to the probabilistic nature of topic models, they are relatively insensitive to 
document lengths. This is useful because there is a large variance in our average 
document size across our corpora. 

3. One goal is to provide new descriptive information to the CSMI, and if topic models 
trained on a source corpus can represent a distant target corpus well, those topic 
distributions and their most characteristic words can help users decide what to watch. 

4. Topic models have been frequently used in document retrieval and similarity queries 
(Allen & Murdock, 2016; Greene, O’Callaghan, & Cunningham, 2014; Wei & Croft, 2006; 
Yi & Allan, 2009). In our case, we are measuring and retrieving similar documents across 
corpora, but nonetheless topic models are well-studied and are a reasonable starting 
point. 

The LDA model takes several important parameters. The number of topics k must be chosen up 
front, and different values of k can affect how the documents are clustered. It also takes an alpha 
and beta value to create the underlying Dirichlet prior that θ and ɸ are sampled from, 
respectively. An alpha value of less than 1 creates a Dirichlet prior that causes the the 
documents to have a lower number of highly activated topics. An alpha value greater than 1 
generates a Dirichlet prior which causes documents to have a more uniform activation across all 
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topics. An alpha of exactly 1 creates a uniform Dirichlet prior distribution, meaning the 
documents are equally likely to have any distribution of topics. The beta parameter behaves 
similarly to alpha, except it affects the topic by words distribution ɸ. 

Later in our results, we discuss the effects of varying the number of topics k and alpha for our 
analyses. However, unless stated otherwise, we used k = 100, alpha = 1/k, and beta = 0.01. These 
are common values for alpha and beta in the literature, and they make sense for our purpose 
since we want documents to be distinct from each other in the topic space. Higher alpha values 
lead to trivial results where all documents are extremely similar. 

The topic model is only trained once on the source corpus. Using the fold-in query sampling 
method described in (Hofmann, 2017), we apply the existing model to the unseen target 
documents. This technique gives each new document a topic representation in terms of the 
topics found in the source corpus, and is an efficient way to compute these representations 
across corpora (Lu, Mei, & Zhai, 2011). An alternative approach would have been to extend the 
source corpus with the documents from the target corpus, and train a model on both at once. 
But because our corpora are so different in structure and tone (especially the movie reviews 
compared with the encyclopedia articles), an LDA topic model would likely pick up on these core 
stylistic differences and generate topics more indicative of the the type of corpus rather than its 
content (Murdock, 2019). 

Filtered Bag-of-Words and Tf-idf 

Since the original BoW model is an unweighted word count, words that are frequent have high 
activation. Figure 4 shows the most frequent words across all cognitive science target 
documents, both SEP articles (bottom) and reviews of the CSMI movies (top). For the movie 
reviews, most of these words are not relevant to our desired domain of cognition, and display 
unsurprising patterns of language use in reviews with words such as “story”, “effects”, “acting”, 
“good”, and “love”. In the SEP articles there are more relevant top words, but we still see a few 
highly-frequent non-relevant words such as “given”, “like”, and “example”. 
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CONNECTING DOMAIN KNOWLEDGE ACROSS CONTEXTS 

Figure 4. A listing of the top 20 word-frequency pairs in cognitive science (CS) documents for 
both the SEP corpus and the IMDb corpus. 

Tf-idf does some filtering of frequent, non-diagnostic terms, reducing them non-zero but small 
tf-idf weights, so they are never truly removed from the document. We employ a strict filtering 
technique that attempts to remove non-CS-relevant terms, while maintaining a standard BoW 
frequency weighting on the remaining terms. 

For each CS-NCS pair of within-corpora sets, we get the overlapping terms between them based 
on their total bag-of-words table (a BoW vector summed across all documents in each set). A 
word is considered to be in the overlap if it appears at or above the 80

th 
frequency percentile in 

both the CS documents and the NCS documents. This creates a new list of stopwords that are 
commonly shared between the CS and NCS documents. We iterate through each of the 
documents and remove words that are in this stoplist—unless the word is in the top 5% most 
important words for the current document (determined via the tf-idf score). This technique 
utilizes both corpora-level and document-level information, letting us remove shared words 
without the loss of diagnostic document-level features. 

Analysis I: Cross-Corpus Distance Comparison 
We would like to accurately characterize documents in the domain of cognitive science using a 
vocabulary and topic distribution trained on a known cognitive science knowledge base. Past 
research has shown these three models (BoW, tf-idf, and LDA) can represent the trained corpus 
quite well, but are they able to generalize when applied to an unseen target corpus? We can 
measure the degree of generalization to both a nearby context (Stanford Encyclopedia of 
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CONNECTING DOMAIN KNOWLEDGE ACROSS CONTEXTS 

Philosophy articles), and a distant context (IMDb movie reviews). For each of these target 
corpora, we get the distribution of their document distances to the MITECS documents. The 
diagnostic for generalization is the separation between the means of the distributions for the 
cognitive science documents and the non cognitive science documents if the model has 
characterized the target corpora in terms of this domain properly. 

Methods 
To calculate distances between documents, we primarily used cosine distance for the BoW and 
tf-idf vectors, and Jensen-Shannon distance (Lin, 1991) for the topic distributions. Cosine 
distance is simply the cosine of the angle between the two vectors. If the vectors are equal (and 
the angle between them is 0), then cosine distance is 0. If they are orthogonal to each other, the 
cosine distance is 1. 

CD(X || Y) = 1 - cos(θ) = 1 - ( X · Y / ||X|| ·||Y||). 

Jensen-Shannon is a symmetric version of Kullback-Leibler divergence, a measure of relative 
entropy and how one probability distribution differs from a reference probability distribution 
(Kullback & Leibler, 1951). 

KL(X || Y)= ∑
i X(i) log (X(i)/Y(i)) 

Since KL(X || Y) != KL(Y || X), we use Jensen-Shannon: 

JS(X || Y ) = 1/2 KL(X || A) + 1/2 KL (Y || A) 
where A = 1/2 (X + Y) 

For each of the model types (BoW, tf-idf, and topics), we computed the square distance matrix 
between all of the MITECS articles. The BoW and tf-idf vectors were normalized to unit length 
when distance computations other than cosine were used (such as manhattan distance), to 
ensure the large difference in document sizes between the source and targets did not affect the 
distance measure. The distribution of these distances is a measure of the average spread 
between all the source documents. 

Then for each document in the target corpora [CS SEP (208 docs), NCS SEP (210 docs), CS 
Movies (244 docs), and NCS Movies (240 docs)], we calculated its average distance to either all 
of the MITECS articles, or to the k nearest articles. This gives us a frequency distribution of 
distances for each corpus that we can then take the mean of and show how it compares to the 
others. 
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Results 

Primary Model Comparison 

Figure 5 shows a comparison between the three models, LDA topics (top), BoW (middle), and 
tf-idf (bottom). The left column is a plot of the frequency distributions of average distance to the 
10-nearest neighbors in the source corpus. The vertical dashed lines show the average of each 
distribution, and the right column shows these averages in an alternative way. The topic model 
was trained with 100 topics and alpha and beta of 0.01. Overall the topic model results were not 
very sensitive to changes in parameters: we saw the same relative ordering of the corpora by 
distance measure with many different numbers of topics, and values of alpha and beta (as long 
as they were not too high to make all documents inseparable), as well as stability in different 
runs of the same topic model parameters. 
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CONNECTING DOMAIN KNOWLEDGE ACROSS CONTEXTS 

Figure 5. Average distances to the 10-nearest source documents for each of the three models, 
LDA topics (top), BoW (middle), and tf-idf (bottom). The left column shows the frequency 

distributions (with the means as dashed lines) and the the right column compares the near and 
far contexts for documents both inside the domain of the source (CS) and outside of the domain 

(NCS). 

To better further visualize the spread of the documents in the three vector spaces, we ran 
multidimensional scaling (MDS) for two dimensions. Figure 6 shows these results below. 

Figure 6. MDS for each of the models. The resulting dimensions were originally each centered 
at (0,0), but they were offset by (+1,+1) to separate the clouds for easier comparison. 

Effect of K in Choosing Closest Source Documents 

We also compared different values of k for taking the average distance from each target 
document to the k-nearest source documents. Figure 7 highlights the effect of reducing k from 
469 (the total number of source documents) to 50 and then to 10 for the document distances 
with the topic model. The graphs reflect an intuitive result: lowering k reduces variance and the 
average document distance, as each target document is increasingly represented by its nearest 
neighbors in the source corpus. Not shown are the plots for the other two models, but changing 
k for the BoW distances leads to a slight reduction in average document distances but no real 
change in variance. The version with the tf-idf distances shows very similar patterns as the topic 
model. These plots led us to choose k=10 for the majority of analyses for a more precise 
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comparison to the source corpus. 

Figure 7. Changes in the topic distance distributions based on k-nearest source documents. 

Bag-of-Words and Tf-idf Filtering 

This comparison shows the effect of our strict overlap-based term filtering on the original BoW 
model. The top two plots of Figure 8 show the filtered BoW model, with the original unfiltered 
model shown in dim colors behind. The bottom two plots show the tf-idf-F transformation on 
the BoW-F model, and the original tf-idf in dim colors. Topic distributions were also 
recomputed using the filtered BoW, but no significant change was observed. 
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CONNECTING DOMAIN KNOWLEDGE ACROSS CONTEXTS 

Figure 8. The effect of filtering on the distances between corpora. BoW and BoW-F is shown at 
the top, while tf-idf and tf-idf-F are shown at the bottom. 

Sensitivity to Distance Measures 

Our final plot show the BoW and tf-idf models with two different distance measures (Figure 9). 
Rows 1 and 3 are the same as Figure 5 and were calculated with the cosine distance. The 
distributions in rows 2 and 4 were calculated with the manhattan (a.k.a cityblock) distance, 
where MAN(X || Y ) = ∑

i |xi
- y

i
|. Vectors were normalized to unit length before taking the 

manhattan distance. 
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Figure 9. BoW (1st and 3rd row) and tf-idf (2nd and 4th row) are highly sensitive to the 
distance measure. 

Discussion 
Before discussing the distribution plots, we would like to make a note about the within-corpus 
distance distribution of MITECS (shown in black in all plots). Although it is plotted on the same 
axis, it should be interpreted differently than the colored curves. The MITECS curve describes 
the within-corpus spread of documents. If MITECS articles are far from the their k-closest 
neighbors on average, the distance values shown in this curve and the spread of the documents 
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will be high. If MITECS articles are close to their neighbors on average, the documents are more 
condensed in the model space and the distance values will be low. One may think they should 
compare the position of the colored curves to the black curve, but each of the colored curves 
were generated by taking the distance to the MITECS articles to begin with. With each of the 
colored curves, a value closer to zero tells us the documents are closer to the source corpus on 
average. 

The separation between the CS documents and NCS documents is our diagnostic for how well 
the models distinguish between documents in and outside of the desired domain. When the 
diagnostic is consistent in both a near and far context, it indicates the vocabulary and models 
trained on the source corpus have effectively generalized to the targets. The right column in 
Figure 5 shows line plots that indicate this generalizability, and the closer the angle between the 
CS and NCS lines is to zero, the more consistent the separation is across contexts. We see that 
the topic model does a poor job at generalizing, but the vector space models perform much 
better. 

When we represent the nearby context of SEP with all three models trained on MITECS, we see 
a significant separation between the CS and NCS articles, with the CS articles being closer to the 
source corpus on average. However, the topic model cannot effectively separate the distant 
context of movie reviews, while the vector space models can. The diagnostic between CS and 
NCS movies is noticeable in the BoW and tf-idf models, and the movie reviews are further away 
from the MITECS articles than the SEP articles on average. In the BoW model, this separation is 
smaller between movie reviews than SEP articles, showing the effect of a distant context less 
related to cognition when compared to the encyclopedias. The BoW model is less useful in 
distinguishing these documents from each other, but still effective. Interestingly, the tf-idf VSM 
does not exhibit this decrease in diagnosticity from articles to movie reviews, and we see a 
stronger ability for the model to generalize with more parallel lines. 

These results indicate, in a couple of ways, the nature of movie reviews when compared to the 
other corpora. The context in which these reviews are written (and who they are written by) is 
very different, and we see this with the larger distance on average from the source corpus when 
compared to the SEP articles. Despite this, the tf-idf model (and to a lesser extent the BoW 
model) has a surprising ability to represent such an unrelated set of documents. These models 
perhaps have an advantage in their simplicity, as they are purely on a shared set of word 
frequencies and are not trained to find underlying latent structure like the LDA model is. The 
latent topics that the LDA produces seem to be specific to MITECS, and fail to create separable 
distributions when applied to unseen documents. The nature of the LDA model and its 
shortcomings in this task are explored more in Analysis II. 

In Figure 7, we looked at how choosing k in the k-nearest-neighbors distance computations 
affected the models’ generalizability. In the case of the topic model, reducing k gave us more 
separable distributions and more meaningful results. For the other models, setting k to the full 
source corpus size of 469 also gave us messier results, but smaller values had similar effects as 
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what we reported with k=10. It made sense to stick with a small value of k across the board to 
improve precision and lower average document distances. 

Out filtering approaches did not have much of an impact on generalizability as we hoped. Figure 
8 shows the change in distributions, and the lines are a little less parallel for tf-idf, but mostly we 
see the distances increase across the board for both models. The filtering technique described in 
the methods adds more zeros to the vectors and increases the average distance between 
documents overall, pushing the distributions towards the upper bound of 1 for cosine distance. 
This can have a compression effect, which could be why the diagnostic between CS and NCS 
movies decreases in the tf-idf-F model. 

The last consideration for this analysis regards distance measures in high dimensionality. The 
“curse of dimensionality” is a well-known problem in computer science where as the number of 
dimensions n increases, the distances of the closest neighbors and the farthest neighbors to a 
given target point approach equality. Beyer et al. (1999) provide a very intuitive explanation for 
why this happens. It presents issues for our current study, and our high-dimensional vectors 
cause the distances to have low contrast. This explains the high degree of dissimilarity and 
restricted variance that we see in all of the models except the topics model. Dealing with this 
issue can be difficult when distance measures or the k-closest neighbors are no longer effective 
and meaningful. Aggarwal, Hinneburg, and Keim (2001) suggest that Lp

-norm distance for 
values of p <= 1 is empirically and theoretically more effective in high-dimensions than 
Euclidean distance (p = 2). 

Although we aren’t comparing it to the Euclidean distance, we regenerated the BoW and tf-idf 
results using the manhattan distance (L

p
-norm where p = 1) to evaluate the robustness of our 

models in a different distance space. Figure 9 shows the result, and the manhattan distance 
drastically changes the result for both BoW and tf-idf. The bound is no longer capped at 1, and 
the spread between the CS and NCS sets is much higher than before across the SEP articles. The 
CS and NCS movie distributions are now more similar to each other, and create a cross-over 
effect where the CS movies are strangely further away from the MITECS articles than the NCS 
movies. This is contrary to what we see in the original cosine-distance representation of the 
models. Without measures of significance and a bounded 0-1 distance scale, we cannot tell 
whether this cross-over effect is meaningful. 

This analysis presents a set of results that show the efficacy of topic models compared to vector 
space models for representing target corpora with a source corpus in both near and far contexts. 
They also highlight the variable—and often conflicting—outcomes when changing parameters 
like k or the distance metric, and the greater issues with distances in extremely high dimensional 
spaces. 

20 

https://paperpile.com/c/9ndfU3/MoTu/?noauthor=1
https://paperpile.com/c/9ndfU3/3L3U/?noauthor=1


 

    

                

                

               

               

                

             

              

                

   

  

                 

            

                 

                  

                

                  

    

 

CONNECTING DOMAIN KNOWLEDGE ACROSS CONTEXTS 

Analysis II: Movie-level Inspections 
This first analyses showed that a BoW or tf-idf model trained on vocabulary from the MITECS 
corpus can characterize the movies of the CSMI to some degree (at least enough to separate 
them from non-cognitive movies). In this section, we explore the topology the movies to gain 
some insight into the nature of this characterization. We start by inspecting the vectors of 
individual movies and building word clouds that could add utility to a movie catalogue like the 
CSMI. Then we briefly discuss the efficacy of multidimensional scaling and similarity networks 
to cluster movies into latent clusters. Finally, we show exactly what the 10-nearest MITECS 
documents look like for a selection of movies and how the poor generalizability of LDA can 
influence the list. 

Movie Inspection 
We rely upon the BoW and tf-idf models presented earlier to inspect the content of the movie 
reviews, and qualitatively examine how accurately these models represent the cognitive science 
content within a movie. We include the filtered versions of the BoW and tfi-idf models for direct 
comparison, as well as the topic model to show its poor characterization. In Table 2 below, we 
display the top 20 terms by frequency/weight for each vector as a heuristic for evaluation. For 
the topic model, we show the top five topics along with the top five most relevant terms to 
represent each topic. 
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Table 2. A 5-way comparison table for each of the three example movies. The top 20 terms are 
shown for each vector, along with its total number of unique words. The top five topics (out of 

100) along with their top five most relevant terms are shown for each movie topic vector. 

Immediately, it is clear that the topic model shown in the bottom left cell for each movie does 
not represent the movie well. The same topic 84 (with terms like language, knowledge, states, ...) 
is the most activated topic for all movies, regardless of what that movie is about. WALL-E has no 
topic about robots in the top five, and The Matrix lacks anything about AI. Perhaps a better LDA 
parameterization is needed, but without that, these topics may represent MITECS or SEP well 
but fail to generalize to a completely unrelated set of movie reviews. 

The other models are much better and have increasing levels of specificity with regards to the 
content of the reviews. The BoW model has a few frequent diagnostic words such as “creature” 
for Frankenstein or “space” for WALL-E, but the most frequent words are often noise that relate 
more to movie review terms than the movies or cognitive science. The tf-idf and BoW-F both do 
a good job at reducing this noise. There are slight differences between the two models: tf-idf is 
simply re-weighting terms based on relative document importance, but BoW-F is drawing upon 
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an external NCS set of movie reviews to filter out non-relevant terms. Still, there is a surprising 
amount of overlap in top terms between the two models. Tf-idf-F is gives us perhaps the most 
specific terms. As a reminder, tf-idf-F is just normal tf-idf applied on the BoW-F model. Many 
non-relevant terms are already removed in the BoW-F model, so the addition of tf-idf further 
accentuates the diagnostic words. Looking at the selected examples, we have some scarily 
specific words, such as “binocular” for WALL-E (referring to his binocular-shaped eyes), and 
“cave” for The Matrix (referring to the cave where the characters conceal themselves in the real 
world). As a whole, many of these terms are not describing concepts within cognitive science, 
but rather specific actions, settings, and plot elements of the movies. Glancing at WALL-E’s 
tf-idf-F list gives us a sense that the movie is about machines, allocation, a corporation, the 
environment, and cleaning. The BoW-F and tf-idf vectors seem to strike the best balance 
between extreme content specificity and broad concepts related to cognitive science. 

Word Cloud Visualization 

We turned these rather interesting movie characterizations into an interactive word cloud. The 
word cloud is hosted online with Microsoft Power BI, and can be viewed on page 1 of this link. 
We used the BoW-F representations to make the cloud because BoW-F both provides an 
easily-interpretable number (frequency) and a list of relevant terms with minimal noise. If no 
movie is selected for the word cloud, the BoW-F distribution is plotted summed across all 
documents. Figure 10 below shows a screenshot of this full-corpus CS movie review word cloud. 
“Matrix” is the most common term overall, and not because there are a lot of cognitive science 
films about linear algebra. Even a highly-filtered BoW model can not separate the context of an 
influential science fiction film and a mathematical construct, but a topic model trained on the 
review corpus (not the MITECS source) could maybe identify these contextual meanings. 

Figure 10. A portion of the entire CS movie review BoW-F vector in the form of a word cloud. 
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This is simple and attractive method to see key terms in individual movies or the CSMI as a 
whole. This intuitive plot serves to condense reviews into a few dozen colorful terms, with the 
goal of making it easier to process movie features and decide what to what next. 

Multidimensional Scaling 

Methods 

To make the multidimensional scaling (MDS) plots, we had to process the raw movie vectors 
into squareform distance matrices (244 x 244). The topic vectors in this analysis were trained 
using 40 topics, an alpha of 1/40, and a beta of 1/40. We used the topic vectors to take the 
Jensen-Shannon distance between each movie and every other movie. The same process was 
repeated for the BoW and tf-idf vectors except with cosine distance instead. These matrices were 
given to the MDS algorithm, which tries to reduce the dimensionality of a set of observations as 
much as possible while preserving the distance between the observations (Borg & Groenen, 
2003). We used Sklearn’s manifold MDS package (Buitinck et al., 2013) to run the algorithm 
with four SMACOF initializations, 300 max iterations, and a desired final dimensionality of two. 
The generated 2D coordinates for each movie were joined with other descriptive information 
about the movies such as their CSMI ratings, keyword tags, and short descriptions. We 
visualized the resulting scatter plots interactively with Tableau. 

Discussion 

The interactive MDS results can be viewed here. The first dashboard has a dropdown for 
switching between the three models for purposes of comparison. Each circle is a movie in 2D 
space, sized by its number of ratings in the CSMI. Selecting a keyword parameter highlights the 
movies with that keyword in yellow. Upon immediate inspection of this interactive plot, none of 
the data representations do a great job at clustering the movies, and this is verified by inspecting 
where movies with similar keyword labels appear in the space. The best cluster is seen with the 
“Robotics” keyword in the tf-idf MDS. Figure 11 displays these robotics movies in yellow, with 
tf-idf on the left and the topics models on the right. 
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Figure 11. Comparison robot-related movie clustering in tf-idf MDS (left) and topics MDS 
(right). Movies containing the keyword “Robotics” are highlighted in yellow. 

The tf-idf MDS does an especially good job at separating documents from each other, but 
neither it nor the BoW representation pick up on latent themes that are in common with the 
assigned keyword tags. In theory, an LDA topic model would do this, but because our topic 
model is trained on an entirely unrelated corpus, it has difficulty clustering the movies in a 
meaningful way. A practical extension of this result would be train a new topic model on the 
movie corpus alone. 

Movie Similarity Network 

Methods 

Two movie-to-movie similarity networks were constructed using the 244 x 244 cosine distance 
matrix from the tf-idf vectors, the same input that we gave to the MDS algorithm. We chose 
tf-idf in particular because it produced the most reasonable MDS layout in two-dimensions, and 
is especially effective at spreading apart documents within the same corpus. In both networks, 
movies are nodes and the edges are the similarity between movies (1 - cosine distance). In the 
first network, edges between two nodes were only kept if their cosine similarity was >= 0.5. In 
the second network, each node kept exactly five edges to its five-closest movies, making it a 
nearly fully connected network. Both visualizations are interactive and were produced in 
Microsoft Power BI. 
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Discussion 

The full interactive dashboard is located here. Page 1 is the interactive word cloud shown earlier, 
Page 2 is the first network with thresholded edges, and Page 3 is the second network with the 
5-closest edges. Figure 12 is a static screenshot of the first network. 

Figure 12. Movie similarity network with edge weights >= 0.5 (cosine similarity between the 
tf-idf vectors). The edge colors are categorical and depict edges with similar weights. Dark blue 

edges are the smallest (lest similar), and bright red edges are the largest (most similar). 

As a result of the edge thresholding, we get many small connected components as the vast 
majority of movie-to-movie similarities are less than 0.5 and are filtered out. The largest 
connected component is that of the robotics/AI related movies. Outside of that, many of the 
smaller components connect sequels or trilogies together (i.e. The Matrix, The Terminator, or 
the Tron series). Where franchises are not involved, the other dyads and triads make sense (i.e. 
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Paprika paired with The Science of Sleep, and The Stanford Prison Experiment connecting to 
the other movie about the Stanford Prison Experiment, The Experiment). 

This network replicates our MDS result from earlier on the same data set, where the only real 
latent cluster contained the robotics and AI movies. Perhaps when attempting to assign a 
category to a cognitive science movie, the first question to ask is if the movie is robotics or AI 
related. While experimenting with a lower edge threshold would lead to larger connected 
components, the current result still says a lot about the dataset. These clustering methods may 
not be robust enough to pick up on latent themes that either do not exist in the original reviews 
or are too faint and lost in the noise. It is intuitively much easier for a casual movie-reviewer to 
notice and discuss themes surrounding artificial intelligence and robotics than it is for the more 
esoteric themes of cognitive science. The same applies to film makers too. The CSMI is proof of a 
wide representation of cognitive science concepts within movies, but perhaps themes outside of 
robotics and AI are more nuanced and represented in a variety of ways not as salient to the 
average reviewer. 

The second similarity network is harder to view holistically since it is almost fully connected. To 
examine it, we take advantage of the interactive nature of the graph and filter by source nodes, 
which excludes others except their five closest neighbors. We highlight two example movies 
(Inception and The Imitation Game) in Figure 13 below. 

Figure 13. Movie similarity network with only the 5-closest edge weights. Most of the network 
is hidden except for two examples, Inception (left) and The Imitation Game (right). 

The movies related to Inception consistently involve dreaming and surrealism, and the movies 
related to The Imitation Game touch on a wider range of content and styles. A downside of the 
reliance on terms without other context can be seen in the closest movie, Ex Machina. The 
Imitation Game is biographical and has very little to do with artificial intelligence, while Ex 
Machina is science fiction and deeply relates to artificial intelligence. The vectors are still similar 
to each other because concepts such as the Turing test are important in Ex Machina, and despite 
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the title, The Imitation Game has nothing to do with the Turing test aside from featuring its 
author, Alan Turing. 

In general, the second network does a sensible job at presenting a list of similar movies to a 
query. Even if some items in the list do not hold up, holistically it should contain a couple good 
recommendations. Although it can’t be used like the first network or the MDS to view the overall 
arrangement of the cognitive science movies, it adds utility at the small scale. 

Related Encyclopedia Articles 
Examining the articles from the source MITECS corpus that the movies are most related to gives 
us both a practical outcome for CSMI and a deeper understanding of the results in Analysis I. 
This is also an additional qualitative way to visualize the generalizability of the models. 

We used the movie by article distance matrices (244 x 469) for tf-idf and topics to create Figure 
14 below. It shows the top 10 most similar articles to three selected movies from the CSMI, 
based on the tf-idf model (left) and the topic model (right). 

Figure 14. The closest 10 MITECS articles for Ex Machina, Inside Out, and Inception. The 
distances (shown in parenthesis) were calculated either with cosine for the tf-idf model (left) or 

Jensen-Shannon for the topic model (right). 
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The tf-idf model provides a set of related articles that may be useful for a visitor of CSMI. A lot of 
the articles are obvious matches, such as “Dreaming” and “Sleep” for Inception, but many others 
are not something the average viewer may know to look up on their own, or they may lack the 
technical knowledge to find the exact concepts they would like to read more about. In this way, 
more esoteric but still relevant article recommendations are useful such as “Ethnopsychology” 
for Inside Out or the article on Alan Turing for Ex Machina. On the other hand, the related 
articles based on the topic representations are non-diagnostic and quite useless for any relevant 
reading recommendations. The same set of articles appears for each movie, even though the 
movies span different subareas of cognition. There is very little overlap between what the tf-idf 
model recommends and what the topic model recommends. To explore this phenomenon 
further, we created the same figure for examining document relationship but this time looked at 
related MITECS articles to a given SEP article. Figure 15 below shows this result. 

Figure 15. The closest 10 MITECS articles for the SEP articles on “Linguistics”, “Color”, and 
“Cognitive Science”. The distances (shown in parenthesis) were calculated either with cosine for 

the tf-idf model (left) or Jensen-Shannon for the topic model (right). 

We see the tf-idf model also works for the SEP-to-MITECS article recommendation, which is not 
surprising given the results in Analysis I. We also see that the topic model recommendations are 
more accurate now, and it returns more articles in common with what the tf-idf produces. 
Although the topic model is performing better on this nearby context, it is still not perfect and 
has noise such as the recommendation of “Theory of Mind” for “Linguistics” or “Origins of 
Logical Form” for “Color”. 
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We show the topic model’s failure to generalize in one last way with the bar plots in Figure 16. 
They count the number of times each MITECS article appears in the top 10 lists across all 
movies (top) or SEP articles (bottom). For the movie reviews, the topic model distances produce 
the same 8-10 closest MITECS articles for over half of the movies. The SEP articles have a more 
diverse set of closest MITECS articles, indicated by the uniform distribution rather than the 
extreme right skew. These graphs do not indicate anything about the quality or accuracy of these 
related articles, but the variety of recommendations is some indication of performance assuming 
the set of target documents is also varied in subject area. These results intuitively show that the 
LDA topic model can perform better on an unseen corpus if its closer in context to what it was 
initially trained on. 

Figure 16. Frequencies of the MITECS articles that appear in the top 10 similarity lists to either 
target movie reviews (top) or target SEP articles (bottom). 
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As a final analysis, we show in Figure 17 how the recommendation system can be bi-directional. 
Below is a list of the 10 most similar movies to a selection of three MITECS articles. In addition 
to the utility of discovering movies related to an article one just read, these highly 
domain-specific article names could be used as category labels for movie aggregators like the 
CSMI. For example, instead of browsing an aggregator for the top rated drama films, interested 
viewers could get a list of movies most relevant to an interest area such as language acquisition. 

Figure 17. MITECS articles to movie recommendations with the tf-idf model and cosine 
distance. 

Conclusion 
Through our first analysis, we developed a methodology for measuring how well the knowledge 
base of a source corpus (MITECS articles) generalizes to a near and far context. We applied this 
methodology to the domain of cognition, with the hopes of being able to successfully use 
academic literature to represent movies that explore scientific themes. We compared the results 
of two vector space models, BoW and tf-idf, with an LDA topic model and showed that the VSMs 
were able to generalize to foreign corpora, even one as removed from encyclopedia articles as 
IMDb movie reviews. The LDA model could separate the domain-relevant articles from the non 
domain-relevant articles in a the near context of SEP, but not the far context of IMDb reviews. 
This demonstrated the downsides of fold-in query sampling for topic modelling unseen 
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documents, and the low fidelity of this technique may not be worth the improved speed and 
simplicity. Future work can explore other methods for topic modelling across corpora, including 
corpus merging or directly comparing two independently trained models. Topic modelling aside, 
the BoW and tf-idf models performed well on the target corpora, which leads to a couple useful 
applications: first, they can help us use analogy to better understand complex datasets, and 
second, we could expand the size of a small dataset by pulling features from a nearby context. 

Our second analysis is one such application of this more general problem. The CSMI has a small 
feature set, but by pulling in other corpora like MITECS and IMDb reviews, we successfully 
characterized the movies in new ways. The tf-idf, BoW-F, and tf-idf-F vector inspections, word 
clouds, movie similarity networks, and recommended related encyclopedia articles are all 
functional applications of our models that display the topology of cognitive science movies. The 
LDA topic model again did not have success in this application, and it is important to remember 
that the vector space models have downfalls in their simplicity. Even though we trained all the 
models on a distant source corpus (MITECS), the only part of MITECS that the movie review 
representations incorporate is the shared vocabulary, which is not necessarily tightly bound 
around cognitive science terms. The topic model would have been a more ideal representation of 
the documents in many ways, as it adds an extra semantic layer going beyond term frequencies. 
But the LDA model was trained on a separate corpus, and the applied topics on the unseen 
documents have no guarantee to be actually representative of the underlying latent structure of 
those documents. Both analyses highlight the issues with the topic space being applied in this 
way, and the vector space models perform well because they are more localized to the document 
set they are applied across. 

We have made good progress with regards to goal (a), and to further answer the question we will 
conduct additional experimentation using different corpora, topic models, distance measures, 
and methods for determining statistically significant differences between distributions in a 
low-contrast distance space. Results for goal (b) and Analysis II are readily available and we 
believe our movie characterizations are practical for movie search tasks, even if they are not 
completely domain-relevant. In the future, a powerful approach for comparing two distant 
corpora could also lead us to machine learning algorithms that automatically predict and classify 
a movie’s relevance to a domain or scientific accuracy. 
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Appendix A 

Figure 18: Listing of all SEP high-level subject areas. Cognitive science articles were selected 
from the bolded subject areas. 

37 


	Structure Bookmarks
	CONNECTING DOMAIN KNOWLEDGE ACROSS CONTEXTS: AN APPLICATION FOR MOVIE SEARCH TASKS 
	CONNECTING DOMAIN KNOWLEDGE ACROSS CONTEXTS: AN APPLICATION FOR MOVIE SEARCH TASKS 
	Mac Vogelsang 
	Mac Vogelsang 
	madvogel@iu.edu 
	madvogel@iu.edu 

	Thesis Committee: 
	Peter Todd 
	Faculty Sponsor, Ph.D. 
	Tom Busey 
	Committee Member, Ph.D. 
	Robert Goldstone 
	Committee Member, Ph.D. 
	Submitted to the faculty of Cognitive Science in partial fulfillment of the requirements for departmental Honors in the degree of Bachelor of Science in the Cognitive Science Program, 
	Indiana University -May 2019 


	Abstract 
	Abstract 
	Movies are organized into genres and rated for quality to help potential viewers search for something to watch. But when people actually decide what to watch, they may often use more specific criteria that are not reflected by typical genre labels and tags. The Cognitive Science Movie Index (CSMI) attempts to address this problem for the domain of cognition by providing a curated list of relevant movies. It provides potential viewers with domain-specific characteristics that allow users to browse movies by 
	In this paper we develop and demonstrate a data driven approach to domain-specific movie categorization. We train a topic model on the MIT Encyclopedia of Cognitive Science which is treated as the source corpus of the domain. Then we apply the topic model to unseen documents, IMDb reviews of CSMI movies, to identify domain-relevant movie characteristics. We extend this technique to distinguish cognitive science and non-cognitive science documents from two target corpora, the Stanford Encyclopedia of Philoso

	Introduction 
	Introduction 
	Modern movies are given genre labels and rated for quality by critics and audiences to help potential viewers decide what to watch and to provide descriptive information on the content, performances, and production quality. Many catalogues and aggregators exist for this purpose, such as the Internet Movie Database (IMDb), Metacritic, Rotten Tomatoes, and The Movie Database. As movie choices continue to increase year over year, aggregate metrics such as star ratings or simple proportions like the “Tomatomete
	Movie rating services provide and rely on a multitude of data. Features like keywords, genre tags, plot synopses, and trailers, can be used by the user to some extent to evaluate the quality and content of a movie. These features are used by streaming providers combined with viewing history, browsing data, and the patterns of customers at individual, local, and global scales. Still, searching and recommending movies that meet very specific criteria can be difficult if those criteria are not mainstream and t
	Movie rating services provide and rely on a multitude of data. Features like keywords, genre tags, plot synopses, and trailers, can be used by the user to some extent to evaluate the quality and content of a movie. These features are used by streaming providers combined with viewing history, browsing data, and the patterns of customers at individual, local, and global scales. Still, searching and recommending movies that meet very specific criteria can be difficult if those criteria are not mainstream and t
	. The CSMI is a curated list of films where cognitive science themes are central to the plot. It provides field-specific keyword tags for each movie (such as Memory, Language, Social Cognition, etc), and a unique three-scale rating system, where users can rate and sort movies on quality of the overall movie, accuracy in how the film portrays its central cognitive science theme, and relevance to the field of cognitive science. The goal of the CSMI is both pragmatic and educational: it catalogues the movies i
	Science Movie Index (CSMI) attempts to meet this need for the domain of cognition (Motz, 
	2013)
	increasing engagement and collaboration (Motz, 2013). 


	Research on media pertinent to a particular discipline is not new. Past work has addressed how These books and studies have explored the scientific accuracy of domain-relevant movies, their cultural impact, and how they can be used in an educational context. However, the CSMI’s curated list of movies gives audiences an opportunity to better explore the topology and characteristics of films about cognition. We take the CSMI movie list as providing training category labels that can be used to help determine a
	other domains have appeared in film, such as biology (Glassy, 2005), 
	archaeology (Hall, 2004), 
	and philosophy (Litch, 2010). 

	In this paper, we demonstrate a natural language processing framework that uses the CSMI along with several other corpora for identifying and evaluating cognitive science movies. The framework draws upon multiple data sources: 
	1. 
	1. 
	1. 
	the source corpus and as a known index of articles about cognitive science. 
	The MIT Encyclopedia of Cognitive Science (MITECS) (Wilson & Keil, 2001) serves as 


	2. 
	2. 
	MITECS) generalizes sufficiently to another definitional source. 
	The Stanford Encyclopedia of Philosophy (SEP) (Zalta, Nodelman, Allen, & Perry, 
	2003) serves as a nearby corpus to test if the representation of cognitive science (via 


	3. 
	3. 
	The Cognitive Science Movie Index provides a set of movies deemed relevant to cognitive science, each accompanied by relevance, quality, and accuracy ratings. 

	4. 
	4. 
	The Internet Movie Database (IMDb) is our source of user reviews for each movie, giving us bodies of text to represent the movies and a distant context to compare to the encyclopedia articles. 


	We represent each document in the source corpus (MITECS) in a vector space model (VSM), such as bag-of-words, and additionally as a topic model, using latent dirichlet allocation (LDA). These document vectors give us a base representation of cognitive science that all other documents are compared to. Vectors of the two target corpora (movie reviews and SEP articles), are created with the terminology of the source corpus, and this allows us to see how well the source corpus can characterize the targets. We d
	This text-based evaluation of document features has many potential applications for exploring the topology of the CSMI movies or for comparing the characteristics of different corpora. However, the present study and analysis are restricted to two main goals: 
	a) 
	a) 
	a) 
	To examine the strengths and weaknesses of using a source corpus from a potentially distant context to meaningfully represent a target corpus. 

	b) 
	b) 
	To add novel utility to the CSMI website by producing a cognition-relevant characterization of each movie and their movie-to-movie relationships. 


	We hope to accomplish these goals through two main analyses: Analysis I focuses on the distances of target documents to the source documents across corpora, and between CS and NCS document sets. Analysis II examines the movies themselves, how they are related to each other, and the cognitive science articles they are most related to. 
	All analyses rely on a variety of vector representations for the documents. A dictionary of terms is created from the source corpus, and we use that as a basis for a bag-of-words model representing each target corpus. A tf-idf transformation is applied to this vector to weight terms by relative importance. Our final representation is in the topic space: we use latent dirichlet allocation (LDA) to create document-topic and topic-word distributions. The topics are trained on the source corpus, and fold-in que
	Related Work 
	Related Work 
	retrieval. information retrieval systems (see Chapter 2), including the use of tf-idf as a VSM. Several A primary advantage of these representations is that they are fundamentally simple and quick to compute, and therefore are often used in search tasks and similarity queries. When comparing vector space models to semantic topic models, Stone et al. found that VSMs often outperformed other models when estimating human ratings of similarity in a paragraph comparison task. 
	Documents are frequently processed and compared with vector space models (Salton, Wong, & 
	Yang, 1975) such as tf-idf or topic models like LDA, especially in the field of information 
	Venkatesh (2010) includes a comprehensive overview of several models for modern 
	surveys of the usefulness of these models for semantic representation have also been done (M. 
	Jones, Gruenfelder, & Recchia, 2011; Turney & Pantel, 2010). 
	(2010) 
	(2010) 




	General Methodology 
	General Methodology 
	Corpora Selection 
	Corpora Selection 
	MIT Encyclopedia of the Cognitive Sciences 
	MIT Encyclopedia of the Cognitive Sciences 
	We needed a reasonable source corpus that represents a wide range of cognitive science, is trusted by researchers, and maintains a consistent writing and article structure. We chose the MIT Encyclopedia of the Cognitive Sciences (MITECS), a comprehensive reference covering six major areas of cognitive science: philosophy, psychology, neurosciences, computational intelligence, linguistics and language, and culture, . It consists of 471 articles each written by leading experts in the field, and six extended e
	cognition, and evolution (Wilson & Keil, 
	2001)

	All the entries are available online, and were extracted with a python web scraper. We excluded the extended essays because they mostly discussed the contents of other articles. Additionally, two article links (“Situatedness/embeddedness” and “What-It’s-Like”) did not resolve, so we ended up with a 469 extracted articles. After tokenization, stopword removal, and bigramming (described below), the documents had token counts ranging from 284 to 1344, with an average document length of 623 tokens. 

	Stanford Encyclopedia of Philosophy 
	Stanford Encyclopedia of Philosophy 
	Our second reference corpus is the Stanford Encyclopedia of Philosophy (SEP), a large The encyclopedia is well-maintained and regularly updated by a board of editors. This corpus serves as a nearby context to MITECS; both are encyclopedias written by researchers that utilize an informational tone. Based on a list of articles and their respective subject areas, we selected a subset of articles most pertinent to cognitive science (CS). We identified eight subject areas related to cognitive science, and select
	peer-reviewed encyclopedia with over 1500 articles (Zalta et al., 2003). 

	This initial selection returned 227 articles for the CS group. From the remaining set of articles that did not have a relevant subject area, we randomly selected an equivalent number of articles to be our NCS group. We then attempted to retrieve each article from the Spring 2018 archive of the SEP. We manually downloaded any new articles not contained in the archive, but some in our list were not yet published on the live site and were ultimately excluded. We ended up with 209 CS articles and 210 NCS articl
	This initial selection returned 227 articles for the CS group. From the remaining set of articles that did not have a relevant subject area, we randomly selected an equivalent number of articles to be our NCS group. We then attempted to retrieve each article from the Spring 2018 archive of the SEP. We manually downloaded any new articles not contained in the archive, but some in our list were not yet published on the live site and were ultimately excluded. We ended up with 209 CS articles and 210 NCS articl
	preprocessing). See Figure 1 for a histogram comparison of document lengths between the two sets, and Table 1 for a summary of the size of the two sets. The document length distributions are comparable between sets, with the greatest difference in length present in articles under 10,000 tokens. 

	Figure
	Figure 1: Distribution of article token counts for the CS and NCS SEP articles. The left histogram shows the entire dataset, while the right histogram is zoomed in on the subset of documents with less than 10,000 tokens 

	Cognitive Science Movie Index 
	Cognitive Science Movie Index 
	The data from the CSMI came in the form of a series of tables from a March 2019 database export. Merging the tables on movie id gave us a list of 244 movies, the year they were released, their IMDb id, the average, standard deviation, and count for each of the three user rating scales, a short description on why the movie is related to cognitive science, and up to four domain-specific keyword tags set by the curators of the site. The IMDb ids were used to fetch additional data from IMDb such as their featur

	Internet Movie Database 
	Internet Movie Database 
	The Cognitive Science Movie Index gives us a listing of movies relevant to cognitive science but it does not provide any textual information on each movie beyond a one sentence description of its relation to cognitive science. We explored a couple of options for incorporating outside information on these movies before settling on reviews, including the usage of Wikipedia plot synopses or the entire movie scripts themselves. Wikipedia plot synposes were too short, ranging from 200-600 words in length on aver
	We decided to use reviews from the Internet Movie Database (IMDb). Unlike MITECS or SEP, IMDb reviews are in no way scientific and can be written by any user of the site passionate enough about cinema. The reviews also serve an entirely different purpose: to express subjective thoughts about a piece of media rather than to educate an audience about a scientific research area. Although this target corpus is quite distant from the others we selected, its extremity helps evaluate how well characteristics of th
	We first needed two comparable lists of CS and NCS movies. Using the CSMI, we obtained a list of 244 CS movies. To select the corresponding NCS movie for each CS movie, we controlled for release year, popularity, and feature type (documentary, feature film, TV short, etc). For each CS movie, we found its position in the list of most popular moviesfor its release year , and selected an NCS movie of the same type next to it in the ranking. For example, Planet of the Apes is the 7th most popular feature film r
	1 

	There are 244 CS movies and 240 NCS movies. The number of reviews for each movie varies drastically, with more popular movies tending to have a bigger pool of reviews. For this reason, we capped the number of reviews per movie at 1000. We concatenated all reviews by movie to treat the movies as documents and not the individual reviews or the users reviewing them. Combining reviews also lessens the impact of short or uninformative reviews, because more often than not there are enough useful reviews added to 
	https://help.imdb.com/article/imdbpro/industry-research/faq-for-starmeter-moviemeter-and
	https://help.imdb.com/article/imdbpro/industry-research/faq-for-starmeter-moviemeter-and
	https://help.imdb.com/article/imdbpro/industry-research/faq-for-starmeter-moviemeter-and
	-

	companymeter/GSPB7HDNPKVT5VHC# 


	Figure
	Figure 2. CS and NCS comparison of document lengths. The left histogram shows the entire dataset, while the right histogram is zoomed in on the subset of documents with less than 10,000 tokens. 
	IMDb uses a combination of user ratings, votes, and browsing activity to calculate popularity. 
	1 

	Table 1. An overview of all five document sets and their size. 


	Data Preprocessing 
	Data Preprocessing 
	All corpora were preprocessed in the exact same way for consistency. The pipeline consists of four main steps: text cleaning, tokenization, stopword removal, and bigramming. Our text cleaning stage removed excess whitespace and HTML and LateX tags from the documents before tokenization. We then used spaCy, a popular industrial-grade python framework for During the tokenization process, proper nouns were flagged and combined with the preceding word if the preceding word was also a proper noun. This heuristic
	natural language processing, to tokenize words and assign them part of speech tags (Honnibal & 
	Montani, 2017). 

	At the tokenization stage we have the option to stem or lemmatize the words, but our current pipeline omits this step. Lemmatization involves a morphological analysis of the word to reduce it to its dictionary form, called a lemma. For example, “running” would become “run” and “am”, 
	At the tokenization stage we have the option to stem or lemmatize the words, but our current pipeline omits this step. Lemmatization involves a morphological analysis of the word to reduce it to its dictionary form, called a lemma. For example, “running” would become “run” and “am”, 
	“are”, and “is” would all reduce to “be”. Stemming is hastier form of word reduction, that can truncate plurals to singulars and leave longer words with only their stem (i.e. “animation” and “animator” would both be reduced to “anim”). While both lemmatization and stemming reduce the feature set by a large amount and are useful for improving recall and speed, a lot of contextual information and meaning is lost. One example in our specific application is “animate” versus “animation”. Both words become “anim”
	and in some cases even leads to worse performance (Schofield & Mimno, 2016). 


	Stopwords were removed from our final list of tokens. The stopword list contains 377 of the most common words in the English language and was obtained from Stone, Dennis, and 
	Kwantes (2011). 

	The final step of the pipeline was bigramming. bigram model to identify common pairings of words within each document. Words needed to co-occur at least 20 times at the individual document level to be paired as a bigram and added to the token list for that document. Proper noun pairings were not added again if they were already identified via our heuristic above. Including bigrams bolsters the document length for smaller documents because bigrams are added in addition to their existing constituent unigrams,
	We used Gensim’s (Řehŭřek & Sojka, 2011) 


	Vector Representation of Documents 
	Vector Representation of Documents 
	Each document needs to have a vector representation for distance comparisons, and there are three classes of representations we will use: bag-of-words, term frequency–inverse document frequency, and an LDA topics model. The first step of characterizing one corpus based on the statistical structure of another is to generate a list of terms that all corpora share. For example, distinguishing SEP articles and movies in the domain of cognitive science requires eliminating the words in these target corpora that 
	This is still a fairly large vocabulary, containing common words spanning concepts outside of cognitive science. One option to handle this is to lower the high-end filtering threshold from 80% to a value like 50%. However, since the vast majority of terms appear in less than 10% of the documents, this method is only effective in removing words like “cognitive” or “human” which are common across all documents but still relevant to cognitive science. Adjusting the lower bound is difficult too, as rare terms l
	Bag-of-Words 
	Bag-of-Words 
	For each document in all corpora, we created a bag-of-words (BoW) vector space model based off of the pruned MITECS vocabulary. A BoW model is simply a raw count of each of the words in the dictionary, giving each document a 10690-dimensional vector of its individual word frequencies. 

	Term Frequency–Inverse Document Frequency 
	Term Frequency–Inverse Document Frequency 
	Using Gensim’s default term frequency-inverse document frequency model (tf-idf), we transformed the BoW vector into a weight representation of each term. The tf-idf weight for term i in document j was calculated as such: 
	Figure
	where frequencyis the raw count from the BoW model, D is the total number of documents in the corpus, and document_freqis the number of documents that term i appears in. Variants of this equation weight the term frequency component or inverse document frequency component in different ways, but we opted for the simplest approach in this transformation. 
	i,j 
	i 

	words in a document will mean less if they are common across many other documents, and rare words overall will become more important if they have a high individual document frequency. Figure 3 shows the result of the tf-idf transformation on the top 20 review terms for the movie 
	Tf-idf is designed to weight terms by their relative importance (K. S. Jones, 1972), so frequent 

	WALL-E. 
	Figure
	Figure
	Figure 3. The top 20 highest weighted terms for both the BoW (top) and tf-idf (bottom) models of the movie WALL-E. 

	Latent Dirichlet Allocation 
	Latent Dirichlet Allocation 
	Latent dirichlet allocation is a generative probabilistic model that produces two distributions: a document by topic distribution θ and a topic by words distribution ɸ. The important thing about LDA topic modelling is that it is a form of soft-clustering documents. Each topic can be viewed as a cluster, and each document’s distribution θindicates the degree of membership the document has in each cluster. Similarly, the topic by words distribution is also mixed-membership, This property is especially useful 
	d 
	and the same word can belong to multiple topics (Blei, Ng, & Jordan, 2003; 
	Steyvers & Griffiths, 2007; Xie & Xing, 2013). 

	We chose to do topic modelling with LDA for several reasons: 
	1. 
	1. 
	1. 
	Topic models can significantly reduce the dimensionality of a bag of words input by inserting a probabilistic topic layer between the words and the documents. The topics often have some semantic meaning and serve to cluster words that appear in 
	like-contexts together (Crain, Zhou, Yang, & Zha, 2012). 


	2. 
	2. 
	Due to the probabilistic nature of topic models, they are relatively insensitive to document lengths. This is useful because there is a large variance in our average document size across our corpora. 

	3. 
	3. 
	One goal is to provide new descriptive information to the CSMI, and if topic models trained on a source corpus can represent a distant target corpus well, those topic distributions and their most characteristic words can help users decide what to watch. 

	4. 
	4. 
	Topic models have been frequently used in document retrieval and similarity queries In our case, we are measuring and retrieving similar documents across corpora, but nonetheless topic models are well-studied and are a reasonable starting point. 
	(Allen & Murdock, 2016; Greene, O’Callaghan, & Cunningham, 2014; Wei & Croft, 2006; 
	Yi & Allan, 2009). 



	The LDA model takes several important parameters. The number of topics k must be chosen up front, and different values of k can affect how the documents are clustered. It also takes an alpha and beta value to create the underlying Dirichlet prior that θ and ɸ are sampled from, respectively. An alpha value of less than 1 creates a Dirichlet prior that causes the the documents to have a lower number of highly activated topics. An alpha value greater than 1 generates a Dirichlet prior which causes documents to
	The LDA model takes several important parameters. The number of topics k must be chosen up front, and different values of k can affect how the documents are clustered. It also takes an alpha and beta value to create the underlying Dirichlet prior that θ and ɸ are sampled from, respectively. An alpha value of less than 1 creates a Dirichlet prior that causes the the documents to have a lower number of highly activated topics. An alpha value greater than 1 generates a Dirichlet prior which causes documents to
	topics. An alpha of exactly 1 creates a uniform Dirichlet prior distribution, meaning the documents are equally likely to have any distribution of topics. The beta parameter behaves similarly to alpha, except it affects the topic by words distribution ɸ. 

	Later in our results, we discuss the effects of varying the number of topics k and alpha for our analyses. However, unless stated otherwise, we used k = 100, alpha = 1/k, and beta = 0.01. These are common values for alpha and beta in the literature, and they make sense for our purpose since we want documents to be distinct from each other in the topic space. Higher alpha values lead to trivial results where all documents are extremely similar. 
	The topic model is only trained once on the source corpus. Using the fold-in query sampling documents. This technique gives each new document a topic representation in terms of the topics found in the source corpus, and is an efficient way to compute these representations An alternative approach would have been to extend the source corpus with the documents from the target corpus, and train a model on both at once. But because our corpora are so different in structure and tone (especially the movie reviews 
	method described in (Hofmann, 2017), we apply the existing model to the unseen target 
	across corpora (Lu, Mei, & Zhai, 2011). 
	content (Murdock, 2019). 


	Filtered Bag-of-Words and Tf-idf 
	Filtered Bag-of-Words and Tf-idf 
	Since the original BoW model is an unweighted word count, words that are frequent have high activation. Figure 4 shows the most frequent words across all cognitive science target documents, both SEP articles (bottom) and reviews of the CSMI movies (top). For the movie reviews, most of these words are not relevant to our desired domain of cognition, and display unsurprising patterns of language use in reviews with words such as “story”, “effects”, “acting”, “good”, and “love”. In the SEP articles there are m
	Figure
	Figure 4. A listing of the top 20 word-frequency pairs in cognitive science (CS) documents for both the SEP corpus and the IMDb corpus. 
	Tf-idf does some filtering of frequent, non-diagnostic terms, reducing them non-zero but small tf-idf weights, so they are never truly removed from the document. We employ a strict filtering technique that attempts to remove non-CS-relevant terms, while maintaining a standard BoW frequency weighting on the remaining terms. 
	For each CS-NCS pair of within-corpora sets, we get the overlapping terms between them based on their total bag-of-words table (a BoW vector summed across all documents in each set). A word is considered to be in the overlap if it appears at or above the 80frequency percentile in both the CS documents and the NCS documents. This creates a new list of stopwords that are commonly shared between the CS and NCS documents. We iterate through each of the documents and remove words that are in this stoplist—unless
	th 




	Analysis I: Cross-Corpus Distance Comparison 
	Analysis I: Cross-Corpus Distance Comparison 
	We would like to accurately characterize documents in the domain of cognitive science using a vocabulary and topic distribution trained on a known cognitive science knowledge base. Past research has shown these three models (BoW, tf-idf, and LDA) can represent the trained corpus quite well, but are they able to generalize when applied to an unseen target corpus? We can measure the degree of generalization to both a nearby context (Stanford Encyclopedia of 
	We would like to accurately characterize documents in the domain of cognitive science using a vocabulary and topic distribution trained on a known cognitive science knowledge base. Past research has shown these three models (BoW, tf-idf, and LDA) can represent the trained corpus quite well, but are they able to generalize when applied to an unseen target corpus? We can measure the degree of generalization to both a nearby context (Stanford Encyclopedia of 
	Philosophy articles), and a distant context (IMDb movie reviews). For each of these target corpora, we get the distribution of their document distances to the MITECS documents. The diagnostic for generalization is the separation between the means of the distributions for the cognitive science documents and the non cognitive science documents if the model has characterized the target corpora in terms of this domain properly. 

	Methods 
	Methods 
	To calculate distances between documents, we primarily used cosine distance for the BoW and Cosine distance is simply the cosine of the angle between the two vectors. If the vectors are equal (and the angle between them is 0), then cosine distance is 0. If they are orthogonal to each other, the cosine distance is 1. 
	tf-idf vectors, and Jensen-Shannon distance (Lin, 1991) for the topic distributions. 

	CD(X || Y)=1-cos(θ) =1-( X · Y /||X|| ·||Y||). 
	Jensen-Shannon is a symmetric version of Kullback-Leibler divergence, a measure of relative entropy and how one probability distribution differs from a reference probability distribution 
	(Kullback & Leibler, 1951). 

	KL(X || Y)= ∑X(i) log (X(i)/Y(i)) 
	i 

	Since KL(X || Y) != KL(Y || X), we use Jensen-Shannon: 
	JS(X || Y ) = 1/2 KL(X || A) + 1/2 KL (Y || A) where A = 1/2 (X + Y) 
	For each of the model types (BoW, tf-idf, and topics), we computed the square distance matrix between all of the MITECS articles. The BoW and tf-idf vectors were normalized to unit length when distance computations other than cosine were used (such as manhattan distance), to ensure the large difference in document sizes between the source and targets did not affect the distance measure. The distribution of these distances is a measure of the average spread between all the source documents. 
	Then for each document in the target corpora [CS SEP (208 docs), NCS SEP (210 docs), CS Movies (244 docs), and NCS Movies (240 docs)], we calculated its average distance to either all of the MITECS articles, or to the k nearest articles. This gives us a frequency distribution of distances for each corpus that we can then take the mean of and show how it compares to the others. 

	Results 
	Results 
	Primary Model Comparison 
	Primary Model Comparison 
	Figure 5 shows a comparison between the three models, LDA topics (top), BoW (middle), and tf-idf (bottom). The left column is a plot of the frequency distributions of average distance to the 10-nearest neighbors in the source corpus. The vertical dashed lines show the average of each distribution, and the right column shows these averages in an alternative way. The topic model was trained with 100 topics and alpha and beta of 0.01. Overall the topic model results were not very sensitive to changes in parame
	Figure
	Figure 5. Average distances to the 10-nearest source documents for each of the three models, LDA topics (top), BoW (middle), and tf-idf (bottom). The left column shows the frequency distributions (with the means as dashed lines) and the the right column compares the near and far contexts for documents both inside the domain of the source (CS) and outside of the domain (NCS). 
	To better further visualize the spread of the documents in the three vector spaces, we ran multidimensional scaling (MDS) for two dimensions. Figure 6 shows these results below. 
	Figure
	Figure 6. MDS for each of the models. The resulting dimensions were originally each centered at (0,0), but they were offset by (+1,+1) to separate the clouds for easier comparison. 

	Effect of K in Choosing Closest Source Documents 
	Effect of K in Choosing Closest Source Documents 
	We also compared different values of k for taking the average distance from each target document to the k-nearest source documents. Figure 7 highlights the effect of reducing k from 469 (the total number of source documents) to 50 and then to 10 for the document distances with the topic model. The graphs reflect an intuitive result: lowering k reduces variance and the average document distance, as each target document is increasingly represented by its nearest neighbors in the source corpus. Not shown are t
	comparison to the source corpus. 
	Figure
	Figure 7. Changes in the topic distance distributions based on k-nearest source documents. 

	Bag-of-Words and Tf-idf Filtering 
	Bag-of-Words and Tf-idf Filtering 
	This comparison shows the effect of our strict overlap-based term filtering on the original BoW model. The top two plots of Figure 8 show the filtered BoW model, with the original unfiltered model shown in dim colors behind. The bottom two plots show the tf-idf-F transformation on the BoW-F model, and the original tf-idf in dim colors. Topic distributions were also recomputed using the filtered BoW, but no significant change was observed. 
	Figure
	Figure 8. The effect of filtering on the distances between corpora. BoW and BoW-F is shown at the top, while tf-idf and tf-idf-F are shown at the bottom. 

	Sensitivity to Distance Measures 
	Sensitivity to Distance Measures 
	Our final plot show the BoW and tf-idf models with two different distance measures (Figure 9). Rows 1 and 3 are the same as Figure 5 and were calculated with the cosine distance. The distributions in rows 2 and 4 were calculated with the manhattan (a.k.a cityblock) distance, where MAN(X || Y ) = ∑|x-y|. Vectors were normalized to unit length before taking the manhattan distance. 
	i 
	i
	i

	Figure
	Figure 9. BoW (1st and 3rd row) and tf-idf (2nd and 4th row) are highly sensitive to the distance measure. 


	Discussion 
	Discussion 
	Before discussing the distribution plots, we would like to make a note about the within-corpus distance distribution of MITECS (shown in black in all plots). Although it is plotted on the same axis, it should be interpreted differently than the colored curves. The MITECS curve describes the within-corpus spread of documents. If MITECS articles are far from the their k-closest neighbors on average, the distance values shown in this curve and the spread of the documents 
	Before discussing the distribution plots, we would like to make a note about the within-corpus distance distribution of MITECS (shown in black in all plots). Although it is plotted on the same axis, it should be interpreted differently than the colored curves. The MITECS curve describes the within-corpus spread of documents. If MITECS articles are far from the their k-closest neighbors on average, the distance values shown in this curve and the spread of the documents 
	will be high. If MITECS articles are close to their neighbors on average, the documents are more condensed in the model space and the distance values will be low. One may think they should compare the position of the colored curves to the black curve, but each of the colored curves were generated by taking the distance to the MITECS articles to begin with. With each of the colored curves, a value closer to zero tells us the documents are closer to the source corpus on average. 

	The separation between the CS documents and NCS documents is our diagnostic for how well the models distinguish between documents in and outside of the desired domain. When the diagnostic is consistent in both a near and far context, it indicates the vocabulary and models trained on the source corpus have effectively generalized to the targets. The right column in Figure 5 shows line plots that indicate this generalizability, and the closer the angle between the CS and NCS lines is to zero, the more consist
	When we represent the nearby context of SEP with all three models trained on MITECS, we see a significant separation between the CS and NCS articles, with the CS articles being closer to the source corpus on average. However, the topic model cannot effectively separate the distant context of movie reviews, while the vector space models can. The diagnostic between CS and NCS movies is noticeable in the BoW and tf-idf models, and the movie reviews are further away from the MITECS articles than the SEP article
	These results indicate, in a couple of ways, the nature of movie reviews when compared to the other corpora. The context in which these reviews are written (and who they are written by) is very different, and we see this with the larger distance on average from the source corpus when compared to the SEP articles. Despite this, the tf-idf model (and to a lesser extent the BoW model) has a surprising ability to represent such an unrelated set of documents. These models perhaps have an advantage in their simpl
	In Figure 7, we looked at how choosing k in the k-nearest-neighbors distance computations affected the models’ generalizability. In the case of the topic model, reducing k gave us more separable distributions and more meaningful results. For the other models, setting k to the full source corpus size of 469 also gave us messier results, but smaller values had similar effects as 
	In Figure 7, we looked at how choosing k in the k-nearest-neighbors distance computations affected the models’ generalizability. In the case of the topic model, reducing k gave us more separable distributions and more meaningful results. For the other models, setting k to the full source corpus size of 469 also gave us messier results, but smaller values had similar effects as 
	what we reported with k=10. It made sense to stick with a small value of k across the board to improve precision and lower average document distances. 

	Out filtering approaches did not have much of an impact on generalizability as we hoped. Figure 8 shows the change in distributions, and the lines are a little less parallel for tf-idf, but mostly we see the distances increase across the board for both models. The filtering technique described in the methods adds more zeros to the vectors and increases the average distance between documents overall, pushing the distributions towards the upper bound of 1 for cosine distance. This can have a compression effec
	The last consideration for this analysis regards distance measures in high dimensionality. The “curse of dimensionality” is a well-known problem in computer science where as the number of dimensions n increases, the distances of the closest neighbors and the farthest neighbors to a given target point approach equality. Beyer et al. why this happens. It presents issues for our current study, and our high-dimensional vectors cause the distances to have low contrast. This explains the high degree of dissimilar
	(1999) provide a very intuitive explanation for 
	Aggarwal, Hinneburg, and Keim (2001) suggest that L
	p

	Although we aren’t comparing it to the Euclidean distance, we regenerated the BoW and tf-idf results using the manhattan distance (L-norm where p = 1) to evaluate the robustness of our models in a different distance space. Figure 9 shows the result, and the manhattan distance drastically changes the result for both BoW and tf-idf. The bound is no longer capped at 1, and the spread between the CS and NCS sets is much higher than before across the SEP articles. The CS and NCS movie distributions are now more 
	p

	This analysis presents a set of results that show the efficacy of topic models compared to vector space models for representing target corpora with a source corpus in both near and far contexts. They also highlight the variable—and often conflicting—outcomes when changing parameters like k or the distance metric, and the greater issues with distances in extremely high dimensional spaces. 


	Analysis II: Movie-level Inspections 
	Analysis II: Movie-level Inspections 
	This first analyses showed that a BoW or tf-idf model trained on vocabulary from the MITECS corpus can characterize the movies of the CSMI to some degree (at least enough to separate them from non-cognitive movies). In this section, we explore the topology the movies to gain some insight into the nature of this characterization. We start by inspecting the vectors of individual movies and building word clouds that could add utility to a movie catalogue like the CSMI. Then we briefly discuss the efficacy of m
	Movie Inspection 
	Movie Inspection 
	We rely upon the BoW and tf-idf models presented earlier to inspect the content of the movie reviews, and qualitatively examine how accurately these models represent the cognitive science content within a movie. We include the filtered versions of the BoW and tfi-idf models for direct comparison, as well as the topic model to show its poor characterization. In Table 2 below, we display the top 20 terms by frequency/weight for each vector as a heuristic for evaluation. For the topic model, we show the top fi
	Figure
	Table 2. A 5-way comparison table for each of the three example movies. The top 20 terms are shown for each vector, along with its total number of unique words. The top five topics (out of 100) along with their top five most relevant terms are shown for each movie topic vector. 
	Immediately, it is clear that the topic model shown in the bottom left cell for each movie does not represent the movie well. The same topic 84 (with terms like language, knowledge, states, ...) is the most activated topic for all movies, regardless of what that movie is about. WALL-E has no topic about robots in the top five, and The Matrix lacks anything about AI. Perhaps a better LDA parameterization is needed, but without that, these topics may represent MITECS or SEP well but fail to generalize to a co
	The other models are much better and have increasing levels of specificity with regards to the content of the reviews. The BoW model has a few frequent diagnostic words such as “creature” for Frankenstein or “space” for WALL-E, but the most frequent words are often noise that relate more to movie review terms than the movies or cognitive science. The tf-idf and BoW-F both do a good job at reducing this noise. There are slight differences between the two models: tf-idf is simply re-weighting terms based on r
	The other models are much better and have increasing levels of specificity with regards to the content of the reviews. The BoW model has a few frequent diagnostic words such as “creature” for Frankenstein or “space” for WALL-E, but the most frequent words are often noise that relate more to movie review terms than the movies or cognitive science. The tf-idf and BoW-F both do a good job at reducing this noise. There are slight differences between the two models: tf-idf is simply re-weighting terms based on r
	an external NCS set of movie reviews to filter out non-relevant terms. Still, there is a surprising amount of overlap in top terms between the two models. Tf-idf-F is gives us perhaps the most specific terms. As a reminder, tf-idf-F is just normal tf-idf applied on the BoW-F model. Many non-relevant terms are already removed in the BoW-F model, so the addition of tf-idf further accentuates the diagnostic words. Looking at the selected examples, we have some scarily specific words, such as “binocular” for WA

	Word Cloud Visualization 
	Word Cloud Visualization 
	We turned these rather interesting movie characterizations into an interactive word cloud. The word cloud is hosted online with Microsoft Power BI, and can be viewed on page 1 of . We used the BoW-F representations to make the cloud because BoW-F both provides an easily-interpretable number (frequency) and a list of relevant terms with minimal noise. If no movie is selected for the word cloud, the BoW-F distribution is plotted summed across all documents. Figure 10 below shows a screenshot of this full-corp
	this link
	this link


	Figure
	Figure 10. A portion of the entire CS movie review BoW-F vector in the form of a word cloud. 
	Figure 10. A portion of the entire CS movie review BoW-F vector in the form of a word cloud. 


	This is simple and attractive method to see key terms in individual movies or the CSMI as a whole. This intuitive plot serves to condense reviews into a few dozen colorful terms, with the goal of making it easier to process movie features and decide what to what next. 


	Multidimensional Scaling 
	Multidimensional Scaling 
	Methods 
	Methods 
	To make the multidimensional scaling (MDS) plots, we had to process the raw movie vectors into squareform distance matrices (244 x 244). The topic vectors in this analysis were trained using 40 topics, an alpha of 1/40, and a beta of 1/40. We used the topic vectors to take the Jensen-Shannon distance between each movie and every other movie. The same process was repeated for the BoW and tf-idf vectors except with cosine distance instead. These matrices were given to the MDS algorithm, which tries to reduce 
	much as possible while preserving the distance between the observations (Borg & Groenen, 
	2003). 
	We used Sklearn’s manifold MDS package (Buitinck et al., 2013) to run the algorithm 


	Discussion 
	Discussion 
	The interactive MDS results can be viewed . The first dashboard has a dropdown for switching between the three models for purposes of comparison. Each circle is a movie in 2D space, sized by its number of ratings in the CSMI. Selecting a keyword parameter highlights the movies with that keyword in yellow. Upon immediate inspection of this interactive plot, none of the data representations do a great job at clustering the movies, and this is verified by inspecting where movies with similar keyword labels app
	here
	here


	Figure
	Figure 11. Comparison robot-related movie clustering in tf-idf MDS (left) and topics MDS (right). Movies containing the keyword “Robotics” are highlighted in yellow. 
	Figure 11. Comparison robot-related movie clustering in tf-idf MDS (left) and topics MDS (right). Movies containing the keyword “Robotics” are highlighted in yellow. 


	The tf-idf MDS does an especially good job at separating documents from each other, but neither it nor the BoW representation pick up on latent themes that are in common with the assigned keyword tags. In theory, an LDA topic model would do this, but because our topic model is trained on an entirely unrelated corpus, it has difficulty clustering the movies in a meaningful way. A practical extension of this result would be train a new topic model on the movie corpus alone. 


	Movie Similarity Network 
	Movie Similarity Network 
	Methods 
	Methods 
	Two movie-to-movie similarity networks were constructed using the 244 x 244 cosine distance matrix from the tf-idf vectors, the same input that we gave to the MDS algorithm. We chose tf-idf in particular because it produced the most reasonable MDS layout in two-dimensions, and is especially effective at spreading apart documents within the same corpus. In both networks, movies are nodes and the edges are the similarity between movies (1 -cosine distance). In the first network, edges between two nodes were o

	Discussion 
	Discussion 
	The full interactive dashboard is located . Page 1 is the interactive word cloud shown earlier, Page 2 is the first network with thresholded edges, and Page 3 is the second network with the 5-closest edges. Figure 12 is a static screenshot of the first network. 
	here
	here


	Figure
	Figure 12. Movie similarity network with edge weights >= 0.5 (cosine similarity between the tf-idf vectors). The edge colors are categorical and depict edges with similar weights. Dark blue edges are the smallest (lest similar), and bright red edges are the largest (most similar). 
	Figure 12. Movie similarity network with edge weights >= 0.5 (cosine similarity between the tf-idf vectors). The edge colors are categorical and depict edges with similar weights. Dark blue edges are the smallest (lest similar), and bright red edges are the largest (most similar). 


	As a result of the edge thresholding, we get many small connected components as the vast majority of movie-to-movie similarities are less than 0.5 and are filtered out. The largest connected component is that of the robotics/AI related movies. Outside of that, many of the smaller components connect sequels or trilogies together (i.e. The Matrix, The Terminator, or the Tron series). Where franchises are not involved, the other dyads and triads make sense (i.e. 
	Paprika paired with The Science of Sleep, and The Stanford Prison Experiment connecting to the other movie about the Stanford Prison Experiment, The Experiment). 
	This network replicates our MDS result from earlier on the same data set, where the only real latent cluster contained the robotics and AI movies. Perhaps when attempting to assign a category to a cognitive science movie, the first question to ask is if the movie is robotics or AI related. While experimenting with a lower edge threshold would lead to larger connected components, the current result still says a lot about the dataset. These clustering methods may not be robust enough to pick up on latent them
	The second similarity network is harder to view holistically since it is almost fully connected. To examine it, we take advantage of the interactive nature of the graph and filter by source nodes, which excludes others except their five closest neighbors. We highlight two example movies (Inception and The Imitation Game) in Figure 13 below. 
	Figure
	Figure 13. Movie similarity network with only the 5-closest edge weights. Most of the network is hidden except for two examples, Inception (left) and The Imitation Game (right). 
	Figure 13. Movie similarity network with only the 5-closest edge weights. Most of the network is hidden except for two examples, Inception (left) and The Imitation Game (right). 


	The movies related to Inception consistently involve dreaming and surrealism, and the movies related to The Imitation Game touch on a wider range of content and styles. A downside of the reliance on terms without other context can be seen in the closest movie, Ex Machina. The Imitation Game is biographical and has very little to do with artificial intelligence, while Ex Machina is science fiction and deeply relates to artificial intelligence. The vectors are still similar to each other because concepts such
	The movies related to Inception consistently involve dreaming and surrealism, and the movies related to The Imitation Game touch on a wider range of content and styles. A downside of the reliance on terms without other context can be seen in the closest movie, Ex Machina. The Imitation Game is biographical and has very little to do with artificial intelligence, while Ex Machina is science fiction and deeply relates to artificial intelligence. The vectors are still similar to each other because concepts such
	the title, The Imitation Game has nothing to do with the Turing test aside from featuring its author, Alan Turing. 

	In general, the second network does a sensible job at presenting a list of similar movies to a query. Even if some items in the list do not hold up, holistically it should contain a couple good recommendations. Although it can’t be used like the first network or the MDS to view the overall arrangement of the cognitive science movies, it adds utility at the small scale. 


	Related Encyclopedia Articles 
	Related Encyclopedia Articles 
	Examining the articles from the source MITECS corpus that the movies are most related to gives us both a practical outcome for CSMI and a deeper understanding of the results in Analysis I. This is also an additional qualitative way to visualize the generalizability of the models. 
	We used the movie by article distance matrices (244 x 469) for tf-idf and topics to create Figure 14 below. It shows the top 10 most similar articles to three selected movies from the CSMI, based on the tf-idf model (left) and the topic model (right). 
	Figure
	Figure 14. The closest 10 MITECS articles for Ex Machina, Inside Out, and Inception. The distances (shown in parenthesis) were calculated either with cosine for the tf-idf model (left) or Jensen-Shannon for the topic model (right). 
	Figure 14. The closest 10 MITECS articles for Ex Machina, Inside Out, and Inception. The distances (shown in parenthesis) were calculated either with cosine for the tf-idf model (left) or Jensen-Shannon for the topic model (right). 


	The tf-idf model provides a set of related articles that may be useful for a visitor of CSMI. A lot of the articles are obvious matches, such as “Dreaming” and “Sleep” for Inception, but many others are not something the average viewer may know to look up on their own, or they may lack the technical knowledge to find the exact concepts they would like to read more about. In this way, more esoteric but still relevant article recommendations are useful such as “Ethnopsychology” for Inside Out or the article o
	Figure
	Figure 15. The closest 10 MITECS articles for the SEP articles on “Linguistics”, “Color”, and “Cognitive Science”. The distances (shown in parenthesis) were calculated either with cosine for the tf-idf model (left) or Jensen-Shannon for the topic model (right). 
	Figure 15. The closest 10 MITECS articles for the SEP articles on “Linguistics”, “Color”, and “Cognitive Science”. The distances (shown in parenthesis) were calculated either with cosine for the tf-idf model (left) or Jensen-Shannon for the topic model (right). 


	We see the tf-idf model also works for the SEP-to-MITECS article recommendation, which is not surprising given the results in Analysis I. We also see that the topic model recommendations are more accurate now, and it returns more articles in common with what the tf-idf produces. Although the topic model is performing better on this nearby context, it is still not perfect and has noise such as the recommendation of “Theory of Mind” for “Linguistics” or “Origins of Logical Form” for “Color”. 
	We show the topic model’s failure to generalize in one last way with the bar plots in Figure 16. They count the number of times each MITECS article appears in the top 10 lists across all movies (top) or SEP articles (bottom). For the movie reviews, the topic model distances produce the same 8-10 closest MITECS articles for over half of the movies. The SEP articles have a more diverse set of closest MITECS articles, indicated by the uniform distribution rather than the extreme right skew. These graphs do not
	Figure
	Figure 16. Frequencies of the MITECS articles that appear in the top 10 similarity lists to either target movie reviews (top) or target SEP articles (bottom). 
	Figure 16. Frequencies of the MITECS articles that appear in the top 10 similarity lists to either target movie reviews (top) or target SEP articles (bottom). 


	As a final analysis, we show in Figure 17 how the recommendation system can be bi-directional. Below is a list of the 10 most similar movies to a selection of three MITECS articles. In addition to the utility of discovering movies related to an article one just read, these highly domain-specific article names could be used as category labels for movie aggregators like the CSMI. For example, instead of browsing an aggregator for the top rated drama films, interested viewers could get a list of movies most re
	Figure
	Figure 17. MITECS articles to movie recommendations with the tf-idf model and cosine distance. 
	Figure 17. MITECS articles to movie recommendations with the tf-idf model and cosine distance. 




	Conclusion 
	Conclusion 
	Through our first analysis, we developed a methodology for measuring how well the knowledge base of a source corpus (MITECS articles) generalizes to a near and far context. We applied this methodology to the domain of cognition, with the hopes of being able to successfully use academic literature to represent movies that explore scientific themes. We compared the results of two vector space models, BoW and tf-idf, with an LDA topic model and showed that the VSMs were able to generalize to foreign corpora, e
	Through our first analysis, we developed a methodology for measuring how well the knowledge base of a source corpus (MITECS articles) generalizes to a near and far context. We applied this methodology to the domain of cognition, with the hopes of being able to successfully use academic literature to represent movies that explore scientific themes. We compared the results of two vector space models, BoW and tf-idf, with an LDA topic model and showed that the VSMs were able to generalize to foreign corpora, e
	documents, and the low fidelity of this technique may not be worth the improved speed and simplicity. Future work can explore other methods for topic modelling across corpora, including corpus merging or directly comparing two independently trained models. Topic modelling aside, the BoW and tf-idf models performed well on the target corpora, which leads to a couple useful applications: first, they can help us use analogy to better understand complex datasets, and second, we could expand the size of a small 

	Our second analysis is one such application of this more general problem. The CSMI has a small feature set, but by pulling in other corpora like MITECS and IMDb reviews, we successfully characterized the movies in new ways. The tf-idf, BoW-F, and tf-idf-F vector inspections, word clouds, movie similarity networks, and recommended related encyclopedia articles are all functional applications of our models that display the topology of cognitive science movies. The LDA topic model again did not have success in
	We have made good progress with regards to goal (a), and to further answer the question we will conduct additional experimentation using different corpora, topic models, distance measures, and methods for determining statistically significant differences between distributions in a low-contrast distance space. Results for goal (b) and Analysis II are readily available and we believe our movie characterizations are practical for movie search tasks, even if they are not completely domain-relevant. In the futur
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